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The OpenSeesLab tool:
http://nees.org/resources/tools/openseeslab

Is a suite of Simulation Tools powered by OpnSees for:
1. Submitting OpenSees scripts to NEEShub resources
2. Educating students and practicing engineers



To Select Tool



OpenSees Interpreter Tool



Parallel Script Submission Tool

To Select Application

To Select Machine



Parallel OpenSees Interpreters

– OpenSeesSP: An application for large models which
will parse and execute the exact same script as the
sequential application. The difference being the
element state determination and equation solving are
done in parallel.

– OpenSeesMP: An application for BOTH large
models and parameter studies.



Results Found HERE

Email sent when job starts and job finishes
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100,000+ DOF Model

Implicit Integration
Mumps Direct Solver

OpenSeesSP:
An application for Large Models

Only change to existing script requires changing solver type
system Mumps



OpenSees MP
An Application for large models

and parameter studies
113 records, 4 intensities
3 hour a record, would have
taken 1356 hours or 56.5 days
Ran on 452 processors of a
Teragrid in less than 5 hours.

set pid [getPID]
set np [getNP]
set count 0;
source parameters.tcl
source ReadSMDFileNewFormat.tcl;
foreach GMfile $iGMFile {
    foreach Factor1248 $iFactor1248 {

        if {[expr $count % $np] == $pid} {

            set inFile $GMdir/$GMfile.AT2
            set outFile $GMdir/$GMfile.g3;
            ReadSMDFileNewFormat $inFile $outFile dt npts;

            wipe
            source GravityAnalysisScript.tcl

            loadConst -time 0.0;
            wipeAnalysis

            source  EQ_Recorder.tcl
            source EQAnalysisScript.tcl

           if {$ok == 0} {
                puts "Process $pid $GMfile x $Factor1248 FINISHED OK modelTime [getTime]]"
            } else {
                puts "Process $pid $GMfile x $Factor1248 FINISHED FAIL modeTime [getTime] desiredTime $TmaxAnalysis]"
            }
            incr count 1
        }
    }
}
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Lateral Pile Analysis





Workflows in the Cloud
OpenSees cannot do it all!
Software exists (pegasus, …) for creating scientific workflows that can
take advantage of computational resources in the cloud! A scientific
workflow allows engineers to compose and execute a series of
computational or data manipulation steps in a scientific application.
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Original workflow:  15 compute nodes
devoid of resource assignment

60 tasks

mapping





Moment Frame Reliability Analysis



Thank You

Your Turn!


