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The OpenSeesLab tool:

http://nees.org/resources/tools/openseeslab

enSeeslLab NEEShub

Collection of Tools for Structural/Geotechnical Engineers
~ that use the Open System for Earthquake Engineering Simulation

Is a suite of Simulation Tools powered by OpnSees for:

1. Submitting OpenSees scripts to NEEShub resources
2. Educating students and practicing engineers
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Application:

; |OpenSeesLaboratory Q

enSeesLab 1( Select Tool NEESMWP

 Collection of Tools for Structural/Geotechnical Engineers
that use the Open System for Earthquake Engineering Simulation

.......
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Application:
IOpenSees Interpreter hd|

OpenSees -- Open System For Earthquake Engineering Simulation
Pacific Earthquake Engineering Research Center —- 2,2,1

{c) Copyright 1993,2000 The Regents of the University of California
All Rights Reserved
{Copyright and Disclaimer @ http://www,berkeley,edu/OpenSees/copyright, html)

OpenSees > tar xBf A_Example.tar

OpenSees > cd A_Example

OpenSees > source ExB,tcl

couldn't read file "Ex8.tcl": no such file or directory
OpenSees > ls

A3.tcl

ExampleSP1,tcl

Node, out

analysis,tcl

model ,tcl

peerRecords, txt

OpenSees > source AS,tcl

WARNING analysis Transient dt tFinal - no LinearSOE specified,
ProfileSPILinSOE default will be used

Node: 525
Coordinates : 11 10
Disps: 0,00977277 0,00977277 -0,00409793
VYelocities 3 0,0141832 0,0141832 -0,00878414
commitAccels: 0,128284 0,128284 0,228457
unbalanced Load: 0 0 0
ID:012

Simulation Time 192

OpenSees > cd .,

OpenSees > tar cBf A_Example,tar A_Example
OpenSees > ]




Parallel Script Submission Tool

Application:
P, ,_)IJ J o) 33 |Para|lel Job Submission v

Main Script: fapps/fopenseesbuild/currentyNEEShubE T l new input parameters

Resource: |Ranger

Parallel Job Submission Tool

Application: |OpenSeesMP | This tool can be used to submit parallel opensees jobs. The user
is asked which parallel OpenSees application to use, which parallel
# Processors: (512 machine to
wraitmenl0a-00:00 tr;lgsgnarrnw many procceses to run and which parallel machine to run

The results from the analysis when completed will be placed in the users
q’scratch directory. The actual directory location will be shown in the result

To Select Application

NOTE: the main script CANNOT be located in your home directory. It and a
the files it requires must be in a subdirectory.

NOTE: contral will return after the job has heen submitted, AND NOT after

the job has completed. This means you may have to wait awhile before the
actual results are located in your output directory.

NOTE: as an example set the main script as:
fappsfopenseeshuild/currentyNEEShubExamples/SmallMP/Example.tcl

DO NOT SELECT OpenSeessP for this example.



Parallel OpenSees Interpreters

— OpenSeesSP: An application for large models which
will parse and execute the exact same script as the
sequential application. The difference being the
clement state determination and equation solving are
done 1n parallel.

— OpenSeesMP: An application for BOTH large
models and parameter studies.



Application:
|Parallel Job Submission |

Main Script: /apps/openseesbuild/current’NEEShubExam J— |

Resource: |Ranger |

Result: | Output - G

P.pplication:lOpenSeesMP j Rounding NCPUS to nearest multiple of 16 (For Ranger NCPUS m

Number of nodes:32 Processor Per Node:16 Total number of CPU!
# Processors: |512 | /home/neeshub/fuk/scratch/openseesmp/joh00131/SnalliP

Walltime: |04:00:00

Results Found HERE

h
° ° o ° ° —I g
Email sent when job starts and job finishes Select Al
root "JOB openseesmp job00130 COMPLETED at 2012/07/10 17:52:44" - DO NOT REPLY TO THIS EMAIL/n/ry

root "JOB openseesmp job00130 STARTED at 2012/07/10 17:48:26" - DO NOT REPLY TO THIS EMAIL/n/n/apg

Jul 10

Jul 10



OpenSeesSP:
An application for Large Models

100,000+ DOF Model
Implicit Integration » T

Mumps Direct Solver o

Total execution time (minute)

—

0 2 4 6 8 10 12 14 16 18

Number of processors

Only change to existing script requires changing solver type
system Mumps



OpenSees MP

ot NPT An Application for large models
set count 0; .
source parameters.tcl and parameter St’lldles

source ReadSMDFileNewFormat.tcl;
foreach GMfile $iGMFile {

foreach Factor1248 $iFactor1248 { 113 records, 4 intensities

3 hour a record, would have
taken 1356 hours or 56.5 days
Ran on 452 processors of a
Teragrid in less than 5 hours.

if {[expr $count % $np] == $pid} {

set inFile $GMdir/$GMfile.AT2
set outFile $GMdir/$GMfile.g3;
ReadSMDFileNewFormat $inFile $outFile dt r

wipe .
source GravityAnalysisScript.tcl : :: :
- - -
loadConst -time 0.0; - - (R ———
wipeAnalysis - .. ;
- . .- Ba &2 & &
source EQ_Recorder.tcl ::: :
source EQAnalysisScript.tcl bt e B e I .
if {0k == 0} { oy - »
IT{POK == - .- -
puts "Process $pid $GMfile x $Factor1248 -:-:-:- ITime [getTime]]" Rdlunid
}else {
puts "Process $pid $GMfile x $Factor1248 eTime [getTime] desiredTime $TmaxAnalysis]"
}
incr count 1

}
}
}



Lateral Pile Analysis
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Application:
|Lateral Pile Analysis v

— hub

| () About this tool
Questions
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Application:
|Site Response Analysis vl

) simulate

Result: | Surface Acceleration
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Acceleration (g)

JIlil =

Time (sec)

1 result Parameters...




Workflows in the Cloud (<

P itrd

OpenSees cannot do it all!

Software exists (pegasus, ...) for creating scientific workflows that can
take advantage of computational resources in the cloud! A scientific
workflow allows engineers to compose and execute a series of
computational or data manipulation steps 1n a scientific application.

si_dign_warp 4.0 si_dlign_warp 4.1 sidigiowarp 42 salign_warp 4.3

Original workflow: 15 compute nodes
devoid of resource assignment

so_comer_| reg comenX g comerY

,f 60 tasks



@ Open Science Grid A national, distributed computing partnership for data-intensive research

OSG delivered across 110
sites

In the last 24 Hours
ovesio 517,000 Jobs

Jobs CPU Hours Transfers

F’ T i 9 P/ ;
! ‘ . B o Site INFN-PADOVA

Site: INFN-PADOVA 2,029,000 ' CPU Hours

1,417,000 = Transfers

8 INFNPD-GilGenWMS-Schedd 543 TB Transferred

9| status not calculated
In the last 30 Days

14,448,000 Jobs
58,606,000 CPU Hours
43,312,000 Transfers

N o SR 27,394 TB Transferred
. i 23, In the last Year
y 226,257,000 Jobs
631,003,000 CPU Hours
554,526,000 Transfers
274,868 TB Transferred

Western
Sahara

Mauritania Mali Négor




Moment Frame Reliability Analysis
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P ; K " Application:
- TR ey ey hMoment Frame Earthquake Reliability Analysis v
HOPENBEES | : LI E

=
— ) simulate
F
Result: | Roof Displacement ~ (U
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I o results Parameters... Clear

Simulation = #4

»#Simulations = 1000
_ Al X ]
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Thank You

Your Turn!



